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As this example shows, Cook reductions don't always give the best algorithms! In making the definition so general, we have lost the ability to constrain the running time beyond "polynomial".
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To be clear, this was a genuinely good paper! Just not exactly practical.
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The point is: if you're trying to find an algorithm for $X$, then just knowing $X \leq_{c} Y$ doesn't help you much. So why use the formalism?
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And the really nice thing is: most of the time, from a practical perspective, there's only one problem $X$ that matters.
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We will reduce the whole of NP to a single problem!
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Because Verify can simply ignore $w$, solve $x$, and return the solution. (So "is the input a prime number?" actually is in NP.)
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The good news is: this means you spent a couple of hours writing a hardness proof rather than weeks or months failing to write an algorithm!

NP-hardness can also be a good way of ruling out approaches: "If this worked for problem X, then it would also work for [insert NP-hard problem here], so it's not going to work."
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